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Abstract
Given the ubiquity of artificial intelligence (AI), it is essential to empower students to become
creators, designers, and producers of AI technologies, rather than limiting them to the role of
informed consumers. To achieve this, learners need to be equipped with AI knowledge and
concepts and developAI literacy. Paradoxically, it is largely unclearwhat AI literacy is and how
we should learn and teach it.We address both of these questions through a systematic review
of systematic reviews, also known as an umbrella review, to gain a comprehensive un-
derstanding of AI literacy. After searching the literature, we critically examine the results of
17 reviews focusing on AI literacy and the teaching and learning of AI concepts. Our analysis
revealed several encouraging developments: a general consensus on the definition of AI
literacy, the availability of teaching tools and materials that support AI learning without prior
programming experience, and effective pedagogical approaches that have shown positive
effects on students’ understanding and engagement. In addition, we identified several areas
needing attention in the field: an interdisciplinary pedagogical approach, integration of ethical
considerations in AI education, discussions on AI policy, and standardized, content-validated,
reliable assessments across educational levels and cultures.
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Introduction

With the rapid advancement of artificial intelligence (AI), the importance of AI in
daily life has become increasingly recognized, leading to a growing emphasis on AI
education. AI is now considered as essential as traditional literacy skills, such as
reading and writing (Kandlhofer et al., 2016). The concept of literacy has expanded
to encompass multiple domains, including digital, scientific, computing, media, and
data literacies (Long & Magerko, 2020; Park et al., 2021; Pinski & Benlian, 2024),
each aimed at identifying critical competencies within specific fields that have the
ability to facilitate expression, communication, and access to knowledge.

In response, researchers have introduced the notion of AI literacy, defined as “a set
of competencies that enables individuals to critically evaluate AI technologies;
communicate and collaborate effectively with AI; and use AI as a tool online, at home,
and in the workplace” (Long & Magerko, 2020, p. 2). This emphasizes the need for
individuals to move beyond passive use, empowering them to become problem solvers
and critical thinkers who can apply AI to real-world challenges while considering its
ethical implications (Chiu et al., 2024; Ghallab, 2019).

Efforts to improve AI literacy have long been a topic of interest in computer science
education (Torrey, 2021). Recently, there has been a shift towards integrating AI edu-
cation into curricula for non-computer science majors (Kong et al., 2021) and K-12
students (Steinbauer et al., 2021; Tedre et al., 2021), reflecting the understanding of AI’s
role in workforce preparation (Kim et al., 2023). Several countries, including the United
States, Germany, China, and India, have developed policies and curricula for AI edu-
cation at both K-12 and higher education levels (UNESCO, 2022). In addition, re-
searchers and educators have been addressing the limitations of traditional resources such
as textbooks and simulations by implementing hands-on pedagogical methods, including
inquiry-based learning, project-based learning, makerspaces, and design experiences, to
encourage students to transcend the role of end-users of AI (Ng et al., 2023).

Despite the growing body of research on AI literacy, the existing literature reflects a
diverse range of perspectives, with reviews focusing on different aspects of teaching and
learning (Fleger et al., 2023; Gennari et al., 2023). This diversity enriches the field but
also makes it challenging to achieve a cohesive understanding of AI literacy and its
broader implications (Pinski & Benlian, 2024). Therefore, this paper aims to provide an
umbrella review of the systematic review literature on AI literacy, consolidating current
knowledge, identifying gaps, and proposing directions for future research.

Background

AI Literacy Definitions and Frameworks

Recent scholarship has increasingly focused on developing AI literacy frameworks for
future generations, though there remains little consensus on what exactly AI literacy
consists of. Early work by Kandlhofer et al. (2016) introduced AI literacy as the ability
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to understand the core concepts and functions of AI, primarily emphasizing technical
knowledge. Subsequent studies, however, broadened this definition to include com-
petencies such as communication and collaboration with AI systems. For example,
Long and Magerko (2020) offered a comprehensive framework addressing technical
skills along with the abilities necessary to cooperate, communicate, and coexist with AI
technologies including five core AI topics—concept, functionality, capacity, appli-
cations, and perceptions—alongside 17 competencies and 15 design considerations
aimed at guiding educational integration.

Similarly, Ng et al. (2021b) extended AI literacy to K-12 and university education,
identifying it as a critical 21st-century skill. Their framework, grounded in Bloom’s
Taxonomy and technological pedagogical content knowledge (TPACK) (Koehler &
Mishra, 2009), focused on educational models and the challenges of teaching AI
concepts, offering strategies that accommodate diverse learning needs. More recently,
Kong et al. (2024) advanced the conversation by proposing a multidimensional AI
literacy framework, categorizing it into cognitive, metacognitive, emotional, and social
dimensions. This approach emphasized not only understanding and using AI but also
addressing its ethical and societal implications, reflecting a holistic view of AI literacy.

Furthermore, Pinski and Benlian (2024) proposed a holistic AI literacy framework,
categorizing it into two main areas: Proficiency Dimensions and Subject Areas.
Proficiency Dimensions include knowledge, awareness, skills, competencies, and
experience, reflecting the various aspects of human capability to engage with AI.
Subject Areas cover AI-related content such as models, data, tools, interfaces, and
societal impact. Their framework emphasizes the complex and interconnected rela-
tionship between these dimensions and areas, noting that different user groups
— ranging from students to professionals — with each having distinct AI literacy
needs. Tailoring AI literacy initiatives to accommodate these varying levels of expertise
is essential for fostering both basic functional knowledge and advanced skills.

Beyond these broader frameworks, Chiu et al. (2024) further contributed by de-
veloping a model specifically for K-12 AI education, which focused on five key
components: technology, impact, ethics, collaboration, and self-reflection. This model
aimed to foster both technical proficiency and social-emotional competencies, pro-
moting a more inclusive and personalized approach to AI education.

Overall, the evolving field of AI literacy has generated a range of frameworks, each
emphasizing different aspects, from technical knowledge to social and ethical com-
petencies. This diversity highlights the need for continued dialogue among educators,
researchers, and policymakers to establish a unified understanding of AI literacy that
adequately prepares individuals to navigate the challenges and opportunities of an AI-
driven world.

AI Literacy is Becoming More Critical at All Levels of Schooling

In recent years, AI education has increasingly focused on enhancing students’ un-
derstanding of AI literacy across different educational levels—from preschool (Su, Ng,
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& Chu, 2023), K-12 (Casal-Otero et al., 2023; Su, Guo, et al., 2023; Wang & Lester,
2023), and through higher education (Laupichler et al., 2022)—by developing AI
curricula, addressing ethical implications, shaping attitudes toward AI, and tailoring
perceived knowledge and skills appropriate for each stage of learning.

At the preschool level, AI education introduces basic machine learning concepts
through unplugged and interactive activities, and games that encourage curiosity
and exploration, aiming to develop foundational skills such as pattern recognition
and problem-solving (Su, Ng, & Chu, 2023). At the K-12 level, programs have
emphasized developing fundamental AI skills, understanding AI applications, and
exploring ethical considerations appropriate for each grade, often incorporating
hands-on projects and real-world examples to engage students (Casal-Otero et al.,
2023; Touretzky et al., 2019; Wang & Lester, 2023; Zhang et al., 2024). In higher
education, AI literacy becomes more specialized, with institutions creating com-
prehensive frameworks to guide the integration of AI literacy into curricula, helping
faculty and students understand advanced AI concepts, focusing on critical analysis
of AI technologies and practical implications within specific fields of study
(Laupichler et al., 2022).

Perhaps it is not surprising then that research indicates children have more
misconceptions about AI when they are not taught about AI early in their schooling
(Kim et al., 2023; Mertala & Fagerlund, 2024). Furthermore, not teaching children
about AI when they are young may even obstruct their ability to develop future AI
technologies (Ghallab, 2019). But the potential problems with not teaching children
about AI when they are young do not stop here. Students may not be interested in
AI-related careers if they develop an excessive dread of AI (Bewersdorff et al.,
2023; Cave et al., 2019) or alternatively view AI as a universal solution (Kim et al.,
2023). In other words, students must learn a balanced view of AI, highlighting the
importance of AI literacy. This issue is further exacerbated by the absence of
structured AI literacy curricula in K12 education, underscoring the necessity of
educational reforms that prioritize AI literacy from a young age (Ng et al., 2021b;
Voulgari et al., 2021).

The Landscape of AI Curricula and Policy. With the growing recognition of AI literacy as
essential for all learners (Author et al., 2024), AI curricula are rapidly evolving
across educational levels, with various frameworks focusing on building students’
knowledge, skills, and attitudes toward AI. For example, frameworks or curricula
have been developed for various educational levels, including early childhood
education (Su & Zhong, 2022), elementary school (Kim et al., 2021), middle school
(Song et al., 2024), high school (Bellas et al., 2023), and K-12 as a whole (Chiu,
2021).

Meanwhile, governments worldwide have adopted AI curricula to prepare
students for a future shaped by AI technologies, including China (Song et al., 2022;
Wu et al., 2021) the Ministries of Education in Korea, the United Arab Emirates,
and India (UNESCO, 2022). The importance of AI literacy is reflected in policy as
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well. More than 30 countries have released national AI policy strategies since 2021,
and one of the major themes of the national AI policy strategies is public AI literacy
(Schiff, 2022). For example, the European Union published a series of policy
documents for its Artificial Intelligence Strategy that emphasized the need for
ethical considerations and interdisciplinary approaches in teaching AI concepts
(European Commission, High-Level Expert Group on AI, 2019; Xiong et al., 2023).
These policies reflect a broader recognition of the necessity to equip students with
the skills to navigate the complexities of AI technologies and their societal im-
plications. Similarly, the South Korean government established the “Artificial
Intelligence National Strategy,” which emphasized the importance of AI literacy.
This policy integrates AI literacy into various subjects to foster innovation and
technological proficiency among learners to prepare them for the AI-driven future
(Lee & Jeong, 2023). In the United States, the AI4K12 initiative (AI4K12.org) was
established to set national curriculum standards for AI education in K-12 and
proposed the Five Big Ideas framework (Touretzky et al., 2019), offering a curated
directory of instructional resources and fostering a community dedicated to AI
education for K-12 learners. The Office of Educational Technology has just
launched a new toolkit with guidelines for safe, ethical, and equitable AI inte-
gration, which includes AI literacy as an important module (U.S. Department of
Education, Office of Educational Technology, 2024). Clearly, AI literacy is of the
utmost importance.

The Present Study

Despite the awareness of the positive effects of AI literacy on students’ development,
efforts to design curricula that teach aspects of AI literacy, and initiatives from different
countries to promote AI literacy, there remains a lack of a comprehensive understanding
of what AI literacy truly encompasses (Laupichler et al., 2022; Pinski & Benlian, 2024).
This gap creates a challenge in identifying which facets of AI literacy are being ad-
equately addressed and which are being overlooked.

Meanwhile, several reviews have been conducted to explore AI knowledge and
concepts, available teaching resources, common instructional strategies, and the ex-
periences of both learners and teachers in AI education (Ng et al., 2023; Rizvi et al.,
2023; Yue et al., 2022). Each review presents a distinct focus, making it unclear what
commonalities and differences have been identified in the AI literacy field, particularly
given that AI literacy itself lacks a unified framework (Pinski & Benlian, 2024).
Moreover, the abundance of reviews published in recent years raises concerns about the
potential for ‘research waste’, where insufficient consideration is given to previously
published work (Grainger et al., 2020; Robinson et al., 2021). In an effort to address
these issues, we conduct a systematic review of systematic reviews (Sutton et al., 2019),
also known as an umbrella review (Aromataris et al., 2015), to holistically understand
the AI literacy research landscape. Specifically, we posed the following research
questions:
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RQ1: What is AI literacy?

RQ2: What are the key findings and implications for research and practice on AI
literacy?

RQ3: What are promising future research directions?

Methods

We conducted an umbrella review (Aromataris et al., 2015) and we report the process
following the PRISMA guidelines (Page et al., 2021). We outline the methods used
below.

Literature Search

This umbrella review is a part of a large-scale, multifaceted review investigating AI in
Education. On January 27, 2024, we searched nine databases covering various dis-
ciplines, including education, psychology, social sciences, computing, and health
professions. To capture relevant reviews, we applied the following search string, (“AI”
OR “artificial intelligence” OR “AIED” OR “AI ED”) AND (edu*) AND (“mapping
review” OR “systematic review” OR “scoping review” OR “rapid review” OR
“umbrella review” OR meta-ana*). Beyond these databases, we included 12 studies
identified through an informal search of Computers and Education: Artificial Intel-
ligence and Google Scholar. After excluding duplicates (n = 565), 2336 abstracts were
selected for initial screening. The details of the database search and database building
process can be found below in Table 1.

Inclusion and Exclusion Criteria

We had two phases of inclusion criteria to help narrow our sample. To initially be
included in the pool of studies for further consideration, studies must have met the
following criteria:

(1) The study had to be systematically conducted with keywords, databases
searched, and inclusion or exclusion criteria reported clearly.

(2) The study had to focus on AI in education.
(3) The study had to be published in English.

Study Screening

The study screening was broken into three phases.

Phase I Screening. We first sought to identify reviews in the field of AI education. As
such, in the first phase of study screening the titles and abstracts of studies were first
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examined to see if they met the inclusion criteria 1–3. We used Covidence (https://app.
covidence.org), a web-based platform designed for systematic review screening, to
facilitate this process. After applying inclusion criteria during abstract screening (n =
2336), 307 studies were selected for full-text screening.

Phase II Screening. We reviewed the full text of 307 studies to ensure they all met the
inclusion and exclusion criteria 1–3. Of these, 224 studies were included and met the
criteria in the Phase II screening. Please refer to the PRISMA below for details
(Figure 1).

Phase III Screening. To further narrow down the studies that focused on AI literacy, the full
text of 224 studies were examined to see if they met the inclusion and exclusion criteria. It
was at this stage that we addedmore narrowed inclusion criteria. Specifically, to be included
in the analysis, the study must have focused on teaching or learning about AI (sometimes
referred to as AI training), or the study must have focused on resources for teaching or
learning about AI. In the end, 17 studies were included in the analyses.

Data Extraction

One author extracted data from all of the studies.

Variables Extracted. To gain a comprehensive understanding of the findings around AI
literacy, we extracted various types of data such as context and dataset information,
targeted participants, research focus, AI literacy definition, age or developmental AI
literacy definition, implications for research and practice, future directions, and study

Table 1. Overview of the Database Search and Duplicate Removal Process.

Database Records

Academic search complete 161
ACM digital library 808
APA PsycInfo 109
CINAHL plus with full text 103
Education research complete 137
ERIC 81
Web of science (all databases) 563
Scopus 710
IEEE 217
Informal searches 12
Total 2901
Duplicates removed 565
Abstracts screened in phase 1 2336
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Figure 1. PRISMA flowchart adapted from Page et al. (2021).
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quality (adapted from an existing metric, Aromataris et al., 2015). The details of the
coding scheme are described in Table 2.

Inter-Rater Agreement. To calculate inter-rater agreement, two authors coded 23.5% of
all studies (n = 4) independently, resulting in an inter-rater agreement of 94%. Any
disagreements were resolved by referring back to the full text of the study. In addition,
to increase the reliability and validity of the data extraction for the research impli-
cations, implications for practice, and future research directions, two authors col-
laboratively coded these sections. Specifically, one author extracted data from all
studies, and then another author synthesized the data into the primary, synthesized
findings for presentation in our coding form. The authors discussed and finalized these
main points to ensure they were in agreement. This collaborative approach ensured a
thorough and consistent analysis, enhancing the overall accuracy and dependability of
the data extraction process for these critical areas.

Data Availability

The full coding forms with the data extracted from each study are included in
Supplemental Materials 1.

Results

We identified 17 reviews focusing on AI literacy, the teaching and learning of AI, and
resources for teaching or learning about AI. All were published between 2021 and
2024, with the majority (n = 10) published in 2023. The literature searches used in these
reviews were conducted from 2020 to 2023. The studies covered a range of databases,
from one to eight, with the number of included studies analyzed varying from 10 to 179
(median = 29). Most of these reviews were identified as systematic reviews, while two
were called scoping reviews.

In terms of context, eleven reviews focused on K-12 education, one on early
childhood education (ECE), one on higher and adult education, three on health pro-
fessions education, and one on K-16 education. Additionally, we assessed the quality
indicators in each of these studies and found that five did not clearly describe the
variables and subcategories/options being extracted, seven did not provide a full coding
form with all data extracted, and only three studies evaluated study quality using a
metric—two of these three were from health professions education reviews. Further
details are provided in Supplemental Materials 1.

RQ1: What is AI Literacy?

We questioned if any of the reviews we examined would use an age-specific definition
of AI literacy. However, none of the 17 reviews did so. Interestingly, nine out of
17 studies did not include a definition for AI literacy at all (Supplemental Materials 1).
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Table 2. The Variables and Coding Scheme Used During Data Extraction.

Variable Description and Coding Scheme

Title We coded the study title.
Author We coded the author(s) of the study.
Type of review We coded the type of review.

• Systematic review
• Meta-analysis
• Scoping review
• Rapid review

Literature search date range We coded the literature search date range.
Number of databases We coded the number of databases that were searched.
Number of studies included We coded the number of studies included that met the

inclusion criteria.
Grade of participants We coded the grade level of the participants
Research questions We coded the research questions in the study
Definition AI literacy We coded the definition of AI literacy used in each study if they

provided one.
Any age-specific AI definition We coded if there are any age-specific definitions of AI literacy
Implications for research We coded the main findings from the discussion for research

implications
Implications for practice We coded the main claims from the suggestions for educators

& teachers.
Future research directions We coded the future research directions
The following criteria are coded for the study quality examination, adapted from Aromataris et al. (2015)
Research question Is the review question clearly and explicitly stated?

• Yes
• No

Inclusion criteria Were clear inclusion criteria explicitly stated?
• Yes
• No

Exact search terms Did the authors clearly report the exact search terms used?
• Yes
• No

Date of the search Did the authors clearly report the date the search was
conducted (at least the year)?

• Yes
• No

(continued)

10 Journal of Educational Computing Research 0(0)



Among the articles that included a definition (n = 8), three reviews (Laupichler et al.,
2022; Su, Guo, et al., 2023; Yue et al., 2022) directly quoted the AI literacy definition
from Long and Magerko’s study (2020), which described AI literacy as “a set of
competencies that enables individuals to critically evaluate AI technologies; com-
municate and collaborate effectively with AI; and use AI as a tool online, at home, and
in the workplace” (p. 2), and four reviews paraphrased this definition in their own
words (Casal-Otero et al., 2023; Fleger et al., 2023; Ng et al., 2023; Su, Ng, & Chu,
2023). One review provided its own definition of what AI literacy is and the authors
refer to AI literacy as the design and implementation of AI learning activities, learning
tools, applications, and teaching models that equip students with the knowledge, skills,
and attitudes needed to thrive in an AI-drive future (Yim & Su, 2024).

RQ2: What are the Findings in the Field?

We describe the findings of these 17 reviews by categorizing them into different
educational grade levels and major fields of study: ECE, K-12 education, higher and
adult education, and health professional education.

Table 2. (continued)

Variable Description and Coding Scheme

Specific databases Did the authors clearly report what databases were searched?
• Yes
• No

Coding form clearly
described

Was the coding form for extracting data from studies clearly
described?

• Yes
• No

Full coding form available Was the full, complete coding form with all data extracted
from studies provided?

• Yes
• No

IRR for data extraction
reported

Was inter-rater reliability or inter-rater agreement reported
for the data extraction?

• Yes
• No

Publication bias assessed Was the full, complete coding form with all data extracted
from studies provided?

• Yes
• No
• N/A (only for meta-analysis)

Study quality reported in the
coding form

Did the reviewers assess the quality/validity of the included
studies beyond including only articles of specific types?

• Yes
• No
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Early Childhood Education. Only one study examined AI literacy at the ECE level. Su,
Ng, and Chu (2023) reviewed AI curriculum designs for young children and found that
most studies focused on young children’s learning of AI or machine learning through
intervention studies. They recommended designing a curriculum with six key com-
ponents: AI knowledge, AI processes, the impact of AI, student relevance, teacher-
student communication, and flexibility, and proposed TPACK may provide a good
framework for AI integration. While three methods were used to evaluate children’s AI
literacy: assessments of knowledge and theory of mind skills, questionnaires, and
observations, future research should adapt performance-based measurements to better
capture children’s understanding and abilities related to AI. In addition, they also
highlighted the lack of standard questionnaires, surveys, or performance-based
measurements for assessing young children’s knowledge and skills.

K-12 Education. Twelve reviews in our sample examined K-12 education, however one
(Ng et al., 2023) also examined other age groups. Specifically, we found six reviews
that focused primarily on curricular and/or teaching approaches (Casal-Otero et al.,
2023; Ng et al., 2023; Rizvi et al., 2023; Sanusi et al., 2023; Su, Guo, et al., 2023; Yue
et al., 2022), while five reviews focused primarily on instructional tools (Fleger et al.,
2023; Gennari et al., 2023; Ng et al., 2023; Sanusi et al., 2021; Yim & Su, 2024).
Additionally, two reviews were specific to locales; one examined the educational
approaches for teaching AI at the K-12 levels in the Asia-Pacific region (Su et al.,
2022), while the other looked at pedagogical approaches and instructional materials and
tools used to teach AI in Africa (Oyelere et al., 2022).

Synthesizing the results of the 12 reviews, we identified common findings related to
three major themes, which are (1) theoretical frameworks, (2) teaching strategies, tools,
learning materials, and assessments, and (3) teacher professional development in the
field.

Related to Theoretical Frameworks. Findings revealed that few tools or curricular
design approaches in the reviews were based on theoretical or conceptual frameworks
(Lee et al., 2021; Yim & Su, 2024). However, when frameworks were cited, con-
structionism and social constructivism were the most popular frameworks cited (Yue
et al., 2022).

Regarding Teaching Strategies, Tools, Learning Materials, and Assessments. Popular
approaches included project-based learning, problem-based learning, collaborative
projects, gamification, and interactions with intelligent agents to help students un-
derstand AI (Ng et al., 2023; Yim & Su, 2024). Additionally, a variety of tools are now
available that help students learn AI without prior programming experience (Yim & Su,
2024). Many tools are free and digitally accessible online for teaching K-12 students
machine learning, such as recognition, object detection, and speech synthesis, using a
variety of data types (Oyelere et al., 2022; Sanusi et al., 2021). In fact, these areas have
been the primary focus of most AI education research (Gennari et al., 2023). Among
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machine learning content, classification tasks are the most commonly taught, compared
to other topics like decision trees which have not been investigated in this context
(Fleger et al., 2023). In addition, Sanusi et al. (2023) also suggested teachers consider
embedding machine learning concepts into both STEM and non-STEM content areas as
it does not need to be taught in isolation.

To examine the impact of tools used to teach AI, researchers have focused on
learning and engagement. These aspects have been measured in different ways,
including surveys, observations, and users’ reflections. Moreover, reviews also
showed that collaboration and creativity dimensions of learning and engagement
(Gennari et al., 2023), as well as learner’s backgrounds (Gennari et al., 2023; Su
et al., 2022), are relevant to the learning of AI. Thus, it’s important to ensure the
learning materials are appropriate for the learners’ educational levels (Su, Guo,
et al., 2023), experience (Yim & Su, 2024), and are culturally relevant to the
learners (Su et al., 2022). In addition, while no unified curriculum exists (Ng et al.,
2023; Yue et al., 2022), common educational standards should specify what types of
AI knowledge are appropriate at different levels of K-12 education (Su et al., 2022).
Moreover, studies included in another review found positive effects of most AI
teaching units on students’ understanding of AI concepts, their attitudes, and their
interest in AI. However, most interventions were synchronous, less than 3 hours,
and focused on only one topic (Yue et al., 2022), highlighting the need for lon-
gitudinal studies (Rizvi et al., 2023). In addition, reviews also found that students’
programming experience positively correlates with their engagement in learning AI
concepts. Students already familiar with programming showed a more positive
change in their perception of AI (Rizvi et al., 2023), whereas students without prior
programming experience struggled more with learning AI concepts (Su et al.,
2022). Lastly, the need for validated assessment methods was also highlighted (Su
et al., 2022).

Regarding Teacher Professional Development. Several challenges have been identified
that educators face while teaching AI concepts and skills in their classroom, such as
providing cognitive scaffolding, understanding programming syntax for novice pro-
grammers, and building teachers’ confidence and competence with AI (Ng et al., 2023).
Consequently, a lot of upskilling may be required through professional development
programs and school support (Ng et al., 2023; Su et al., 2022). However, few studies
focused on training teachers (Sanusi et al., 2023). Therefore, it’s crucial for teachers to
be actively involved in co-designing AI literacy education to increase their AI literacy
and AI literacy training should be integrated into both teacher education and pro-
fessional development programs (Ng et al., 2023; Oyelere et al., 2022; Rizvi et al.,
2023; Yim & Su, 2024).

Higher Education and Beyond. Two reviews focused on AI literacy in higher education
and beyond (Laupichler et al., 2022; Ng et al., 2023). Laupichler et al. (2022)
mentioned the term AI literacy is not yet precisely defined, although Long and
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Magerko’s definition (2020) is the most encompassing and best fit for higher and adult
education contexts in their opinion. Similar to the findings around K-12 education,
teacher professional development around AI literacy is necessary (Ng et al., 2023).
Most research on AI literacy in higher and adult education has been recent, with the
USA and Asian countries leading in publications (Laupichler et al., 2022). However,
the quality of these studies varied widely.

Health Professions Education. Three reviews focused on AI literacy in the education of
healthcare professionals (Kimiafar et al., 2023; Lee et al., 2021; Pupic et al., 2023). Lee
et al. (2021) found that all included studies were from 2017 onward, indicating that AI
literacy is a growing area of interest in medical education. They identified five key
themes for developing AI curricula: managing AI systems, ethical and legal impli-
cations, biomedical knowledge, critical appraisal of AI systems, and working with
electronic health records. However, there was no clear consensus on what should be
taught about AI during medical school, and none of the studies were grounded in
educational theory. This lack of clarity was also echoed in Pupic et al.’s review (2023),
which emphasized the need for a theoretical foundation for AI practices and under-
standing AI ethics. They suggested that machine learning, deep learning, and natural
language processing should be incorporated into medical education. Meanwhile,
Kimiafar et al. (2023) found mixed levels of AI literacy among participants, with about
half of the studies reporting acceptable literacy levels and the other half reporting very
low levels. Despite this, most healthcare professionals and students were motivated to
use AI to improve healthcare, though few had received formal training in its use.

RQ3: What are Promising Future Research Directions?

Several reviews have identified that many studies on AI literacy lack strong the-
oretical foundations (Lee et al., 2021; Yim & Su, 2024). Furthermore, these reviews
emphasized the necessity for providing reliable and validated evidence of evalu-
ation and standardized assessments (especially performance-based measures) or
instrumentations of both AI literacy and AI concepts (Gennari et al., 2023;
Laupichler et al., 2022; Su et al., 2022, 2023a; Yim & Su, 2024; Yue et al., 2022).
Additionally, teaching machine learning (ML) and AI in non-STEM contexts re-
mains underexplored.

We also found that research evidence is needed regarding the differentiation of
existing tools that are most appropriate for specific educational levels (Sanusi et al.,
2021), how to optimize the tools used to teach AI concepts in K-12 education, what
skills are required for one to be considered as having AI literacy (Yue et al., 2022), and
context-specific resources for teaching AI are needed (Oyelere et al., 2022). Mean-
while, more physical activities and strategies for teaching AI concepts are needed for
young kids (Gennari et al., 2023). The importance of co-designing AI curriculum and
AI professional development for teachers was also noted (Casal-Otero et al., 2023; Ng
et al., 2023; Rizvi et al., 2023; Sanusi et al., 2023; Su, Ng, & Chu, 2023; Yim& Su, 2024),
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alongside a notable absence of discussion and focus on AI policy (Rizvi et al., 2023).
Overall, the need for more empirical research in different settings (informal vs. formal)
and different contexts is highlighted across all studies we reviewed.

Discussion

What is AI Literacy?

While none of the reviews provide an age-specific definition of AI literacy, authors in
the field seem to have reached a general consensus on the definition of AI literacy and
framework of Long and Magerko (2020), which emphasizes the knowledge and
techniques necessary for effective, ethical, and critical use of AI or human-AI col-
laboration (Casal-Otero et al., 2023; Fleger et al., 2023; Laupichler et al., 2022; Ng
et al., 2023; Su et al., 2023a, 2023b; Yue et al., 2022).

Building upon the AI literacy definition and 17 competencies introduced in Long
and Magerko’s study (2020), as more and various AI applications are available,
recent concerns have emerged regarding the negative consequences of AI inter-
actions from both technical and student-centered perspectives, again highlighting
the importance of teaching and learning AI literacy. Consider large language models
(LLMs) as an example: when two students with different AI literacy levels receive
the same response containing hallucinations, which is when the LLM makes up
information that is not true (Ahmad et al., 2023; Salamin et al., 2023), their re-
actions may differ significantly. Students with low AI literacy may be likely to
accept the answer without question, while those with high AI literacy may tend to
critically evaluate the response by posing follow-up questions. Evidently, students
with strong AI literacy do not blindly accept AI-generated responses but maintain a
critical mindset, recognizing that AI can produce incorrect or misleading infor-
mation (Oelschlager, 2024). This observation leads to another concern: misuse
(Anderljung & Hazell, 2023; Veluru, 2024) or over-reliance on AI (Zhai et al.,
2024). Students with low AI literacy may depend excessively on AI without critical
engagement or sufficient mental effort. This behavior risks diminishing their critical
learning mindset and may hinder their long-term learning progress, despite po-
tential short-term gains (Bastani et al., 2024; Lehmann et al., 2024).

To summarize the definition from Long and Magerko’s (2020) paper with our
findings, we refer to AI literacy as encompassing a range of skills that foster a
comprehensive understanding of AI and enable individuals to purposefully explore AI
technologies and thoughtfully assess their implications for both personal learning gains
and social impact. Specifically, this process involves several steps: first, acquiring
knowledge and skills about AI concepts and methods to identify AI-powered tools and
platforms; second, gaining insight into the functionality of AI to interact with it in-
tentionality and efficiently; and third, critically evaluating the influence of AI tools
on everyday life, personal learning gains, and social impact. This definition also
aligned well with the existing six constructs of AI literacy, which are: recognize,
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know & understand, use & apply, evaluate, create, and navigate ethically (Almatrafi
et al., 2024; Ng et al., 2021a), which can be applied in different contexts and pop-
ulations. It is also worth noting that while our analysis revealed a general consensus on
the definition of AI literacy, we anticipate that researchers will continue to refine this
definition (Chiu et al., 2024; Pinski & Benlian, 2023), not just based on the ideas of
“literacy”, such as digital literacy (Wang, Rau, & Yuan, 2023), information literacy
(Wang, Li, & Huang, 2023), and other literacy concepts (Kandlhofer et al., 2016;
Wienrich & Carolus, 2021), but also for a specific age group or user groups, such as
workplaces and organizations (Cetindamar et al., 2024).

Key Findings and Opportunities for Future Research

Key Findings. Overall, as listed in Table 3, the themes we found across different fields
and educational levels show notable similarities, encouraging developments, and
significant progress in AI literacy education. Researchers have identified a variety of
freely accessible online tools that help students learn AI concepts without prior
programming experience, particularly in areas such as machine learning, recognition,
object detection, and speech synthesis (Oyelere et al., 2022; Sanusi et al., 2021).
Several effective teaching approaches have also been identified, including project-
based learning, problem-based learning, collaborative projects, and gamification (Ng
et al., 2023; Yim & Su, 2024). Studies have shown positive effects of AI teaching units
on students’ understanding of AI concepts, attitudes, and interest in AI (Yue et al.,
2022), with students who have programming experience showing particularly positive
engagement (Rizvi et al., 2023).

The reviews also revealed growing momentum in integrating AI literacy across
different educational contexts, from early childhood to professional education, with
healthcare professionals showing strong motivation to incorporate AI in their practice
(Kimiafar et al., 2023). It is interesting to note that most of the reviews in our study
focus on K-12 education. While there is an emerging trend and increasing attention to
AI education in PreK-12—partly due to research highlighting the importance of in-
troducing AI concepts early—there are relatively few studies on how to teach AI
literacy/AI literacy curriculum to undergraduate and graduate students with diverse
academic backgrounds (Kong et al., 2021). Although there is a general consensus on
the importance of equipping these populations with AI literacy, particularly in computer
science education, direct research on instructional approaches for these groups remains
limited. Additionally, researchers have successfully identified key components for
curriculum design, such as AI knowledge, processes, impact assessment, and student
relevance (Su, Ng, & Chu, 2023), providing a strong foundation for future educational
initiatives. The emergence of tools that allow students to learn AI without prior
programming experience (Yim & Su, 2024) has democratized access to AI edu-
cation, while the integration of machine learning concepts into both STEM and non-
STEM areas (Sanusi et al., 2023) demonstrates the field’s adaptability and broad
applicability.
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Future Research Directions. Despite these encouraging developments, several clear gaps
have been identified that warrant attention in future research.

First, reviews have shown that many learning tools or curricular designs lack a solid
foundation in theoretical or conceptual frameworks (Lee et al., 2021; Pupic et al., 2023;

Table 3. Summary of Key Findings (“WhatWe Know”) and Gaps (“WhatWe Do Not Know”)
in AI Literacy.

What We Know What We Do Not Know

There is a general consensus on the definition
of AI literacy (Casal-Otero et al., 2023;
Fleger et al., 2023; Laupichler et al., 2022; Ng
et al., 2023; Su et al., 2023a, 2023b; Yue et al.,
2022).

AI competencies have not been mapped onto
different teaching resources (e.g., lesson
plans) for various educational levels.

Effective teaching strategies have been
identified (Ng et al., 2023; Yim & Su, 2024).

AI has not been broadly integrated in non-STEM
contexts.

Many tools and curricula are available online
(Oyelere et al., 2022; Sanusi et al., 2021).

There is a need to establish diverse and sound
theoretical grounding and align state
standards in the design and development of
AI educational resources (curricula and
tools).

Teachers face many challenges while teaching
AI concepts and skills in their classroom (Ng
et al., 2023; Su et al., 2022), and there are
increasing efforts in co-designing
professional development programs (Lin &
Van Brummelen, 2021; Tatar et al., 2024;
Yau et al., 2022).

More hands-on activities are needed to help
teachers integrate AI in the classroom; the
impact of co-designed professional
development needs to be evaluated.

There are performance-based AI literacy
measurements with validity evidence for
different user groups (Lintner, 2024).

The development of standardized,
theoretically-based, content-validated, and
reliable assessments across different
educational levels and cultures is needed.

Policy is a significant gap in discussions around
AI in education (Rizvi et al., 2023).

Teachers need clearer policies at the school
and district levels regarding the use of AI
tools and teaching AI concepts.

New policies should consider both technical
aspects and student-centered perspectives
on AI usage.

Clear guidelines on integrating AI into teaching
and learning are needed, including
considerations for student privacy and
algorithmic fairness (Ghimire & Edwards,
2024).

Several factors impact AI learning, including
culture, prior background (Su et al., 2022),
collaboration and creativity in learning and
engagement (Gennari et al., 2023), and
programming experience (Rizvi et al., 2023)
that impact AI’s learning

We need a better understanding the
relationship between AI literacy and other
constructs (e.g., learning outcomes).
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Yim & Su, 2024). This gap is also reflected in the literature about the disconnect
between system design and practical classroom integrations. Research has primarily
concentrated on creating efficient AI systems, placing less attention on their im-
plementation in educational contexts and the practical challenges associated with their
use (Heeg & Avraamidou, 2023; Jia et al., 2024, Zhai et al., 2024, Author et al., under
review). It is clear that while the field is still iterating AI teaching tools and growing as a
whole, there is also the need for sound theoretical grounding in these tools’ design and
development. Researchers should clearly articulate what theories are guiding the design
of their AI teaching tools so that it is clear that pedagogical best practices are being
followed. Co-design with teachers may also be essential for this curriculum (Lin & Van
Brummelen, 2021; Tatar et al., 2024; Yau et al., 2022) and tool development process
(Lawrence et al., 2024).

Similarly, reviews have pointed to a lack of standardized and valid measurement of
AI literacy (Su et al., 2022, 2023b). Educators and researchers have given limited
attention to the development and comprehension of AI literacy assessment instruments.
While this gap remains significant, recent research has shown increasing efforts to
develop AI literacy assessments. Researchers synthesized 22 studies validating
16 different AI literacy scales targeting various populations, such as the general public,
college students, secondary school students, medical students, and teachers (Lintner,
2024). Among the 16 scales identified, 13 of these scales were self-reported, replying
on Likert-scale items (Carolus et al., 2023; Çelebi et al., 2023; Celik, 2023; Chan &
Zhou, 2023; Hwang et al., 2023; Karaca et al., 2021; Kim & Lee, 2022; Laupichler
et al., 2023a, 2023b, 2024; Lee & Park, 2024; Moodi Ghalibaf et al., 2023; Morales-
Garcı́a et al., 2024; Ng et al., 2023; Pinski & Benlian, 2023; Polatgil & Güler, 2023;
Wang & Chuang, 2024; Wang, Rau, & Yuan, 2023; Yilmaz & Yilmaz, 2023; Çelebi
et al., 2023), while only 3 were performance-based scales (Hornberger et al., 2023;
Soto-Sanfiel et al., 2024; Zhang et al., 2024). Although these scales demonstrated good
structural validity and internal consistency, the authors of this review concluded they
lacked comprehensive testing for content validity, reliability, and cross-cultural val-
idity. It’s worth noting that one of the scales actually took a theory-based approach to
develop an AI literacy test which is aligned with Long and Magerko’s (2020) AI
literacy conceptualization (Hornberger et al., 2023). In addition, another recent review
focuses on K-12 AI literacy curricula, analyzing the various methods used to assess
students’ AI knowledge and perspectives. The assessments are categorized into for-
mative and summative approaches, and the content they assess includes AI concepts,
practices, and perspectives. The study revealed that most assessments focus on
summative evaluation of AI concepts and psychological beliefs about AI, while
formative, activity-based assessments and evaluations of critical AI skills such as
communication and ethical understanding are lacking (Williams, 2023). So, while the
reviews we examined largely stated that more work around assessment is needed, we
can clearly see that the field is heading in that direction. However, it is likely that more
work will be needed to create psychometrically and theoretically sound instruments for
measuring AI literacy (or its components).
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Similarly, teaching materials should not be confined solely to machine-learning
classification tasks (Fleger et al., 2023); they should also be aligned with AI com-
petencies. While no unified curriculum for AI education currently exists (Ng et al.,
2023; Yue et al., 2022), it is important to establish common educational standards
specifying which AI knowledge is appropriate at different K-12 education levels (Su
et al., 2022). Building on recent guidance released by the Education Testing Service on
accessing existing AI literacies (Sparks et al., 2024), future studies should explore how
to design teaching materials and assessment tools that encompass all dimensions of AI
competencies. These should also align with the common core state standards (Council
Of Chief State School Officers & National Governors’ Association, 2009) (https://
corestandards.org/), and be adapted to various educational levels. Overall, AI literacy
requires an interdisciplinary approach that integrates holistic, active, and collaborative
learning strategies centered around authentic problem-solving. While efforts, partic-
ularly in the US and China, are underway to establish a framework for AI literacy, clear
guidelines are still needed to define what K-12 students should learn about AI, in-
cluding ethical considerations, and how curriculum goals match with AI literacy
competencies and state standards.

Researchers have also found there are a variety of tools available to help students learn
AI without prior programming experience (Yim& Su, 2024). This finding aligns well with
Long and Magerko’s argument (2020) that, while understanding programming can aid in
comprehension and would be needed in developing AI, most individuals interacting with
AI in their daily lives do not need to know how to program. Instead, AI competencies can
be developed without a programming background or computational literacy. Furthermore,
several factors can influence students’ AI learning, including their culture, prior back-
ground (Su et al., 2022), collaboration and creativity in learning and engagement (Gennari
et al., 2023), and programming experience (Rizvi et al., 2023). However, there is limited
research on teaching AI at the K-12 level and few studies have analyzed students’ learning
outcomes (Casal-Otero et al., 2023; Rizvi et al., 2023). Therefore, future research should
consider AI literacy as a covariate to further explore other factors that impact it, and how
that is associated with learning outcomes.

Another issue noted in many reviews we examined was that teachers face many
challenges in integrating AI into their teaching. These challenges are consistent, in-
cluding a lack of school support, children’s limited comprehensive abilities, insufficient
teacher knowledge of AI, and a lack of curriculum guidelines (Su, 2024). Thus, co-
designing professional development with teachers is crucial, not only to equip them
with AI knowledge for discussing AI with students (Ng et al., 2023) but also to help
them learn to identify effective tools for classroom use (Oyelere et al., 2022; Sanusi
et al., 2021). To better assist teachers in learning the purpose of AI applications and
effectively integrate them in their classrooms, AI tools can be conceptualized into two
categories: teaching-facing tools, which assist teachers in completing administrative
tasks and classroom needs (e.g., generating grade reports, IEPs, materials/worksheets,
email creation), and student-facing tools, where students directly interact with AI in the
classroom (e.g., intelligent tutors, automated feedback/scoring generators, quizzes/
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games, content creation with generative AI). In addition, integration of AI should not be
limited to STEM fields but should also extend to non-STEM subjects such as language
arts and social science education (Sanusi et al., 2023; Wang & Lester, 2023).

While reviews have highlighted the need for AI-related professional development,
researchers have made significant progress in two key areas. First, there is growing
research examining teachers’ perspectives, attitudes, perceptions, and readiness to learn
and teach AI (Ayanwale et al., 2022; Polak et al., 2022; Yue et al., 2024). Second, more
researchers are working directly with teachers to co-develop AI curricula and AI
professional development programs (Lin & Van Brummelen, 2021; Tatar et al., 2024;
Yau et al., 2022). Observing how effectively teachers implement their AI knowledge
and pedagogical approaches in the classroom also provides a way to evaluate these co-
designed professional development programs.

Meanwhile, we also identified a significant gap in discussions around AI policy
within the reviewed literature. In a participatory design session with the authors, K-12
teachers emphasized the need for clearer policies, particularly at the school-district
level. One teacher noted a lack of clarity about what is permitted in the classroom, not
only regarding the integration of AI tools into teaching and learning but also in teaching
AI concepts to students. This challenge mirrors findings from a recent survey involving
102 high school principals and higher education provosts, which further highlights the
existing policy gap. Specifically, the survey revealed that most institutions lack
guidelines for the ethical use of AI tools. Moreover, high schools tend to be less
proactive in policy development compared to higher education institutions. Even where
policies exist, they often fail to address crucial issues, such as student privacy and
algorithmic transparency (Ghimire & Edwards, 2024).

Overall, our findings indicate that most of the reviews emphasize the need for further
research, particularly experimental studies or longitudinal research across different grade
levels (Laupichler et al., 2022; Lee et al., 2021; Rizvi et al., 2023; Sanusi et al., 2023; Su,
Guo, et al., 2023; Yim & Su, 2024; Yue et al., 2022). Some of the gaps identified in this
study include the need for theory-driven, effective frameworks and methods for learning
and teaching AI in K-12 schools, interdisciplinary AI education integration (beyond
STEM), K-12 AI professional development for both pre-service and in-service teachers
focusing onAI content and pedagogical knowledge, and robust AI standardized assessment
methods that aligned with competencies and state standards. Some of these gaps have also
been highlighted in a recent call to action for K-12 AI literacy (Wang & Lester, 2023).

Implications

Implications for Theory. We found a general consensus on the definition of AI literacy,
aligning with the framework proposed by Long and Magerko (2020). Their framework
highlights the knowledge and skills required for the effective, ethical, and critical use of
AI, as well as fostering collaboration between humans and AI. Building on this, we
want to draw attention to the comprehensive definition of AI literacy that includes a
range of skills aimed at fostering a deep understanding of AI, empowering individuals
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to purposefully engage with AI technologies, and critically assessing their implications
for both personal learning gains and societal impact.

Moreover, our findings suggest that AI literacy is a multifaceted construct shaped by
learners’ prior AI experience, cultural background, and engagement levels. While demo-
graphic and experiential factors may influence learners’ interaction with AI (Kim & Lee,
2022; Moodi Ghalibaf et al., 2023; Rizvi et al., 2023), there is still limited evidence
connecting these factors directly to learning outcomes. Few studies have explored these
relationships in depth, particularly regarding how learners’ characteristics, non-cognitive
dimensions (behavior or affective), and their AI literacy might moderate or mediate learning
outcomes. Thus, future research should further explore the intersection to develop a more
nuanced understanding of AI literacy. Systematic, longitudinal research, rather than one-off
studies, is necessary to uncover the complexities involved in AI literacy development.

Implications for Practice. A key implication for practice is to continue with co-designing
AI-related curricula, tool development, and professional development programs with
both pre-and in-service teachers. By involving teachers in the development process, the
content can be tailored to their specific classroom needs while ensuring that AI is
integrated seamlessly into their existing instructional practices without increasing their
workload. Importantly, this collaboration should also involve open discussions with
teachers about not only the benefits but also the potential downsides of AI, equipping
them to critically evaluate AI’s ethical implications and limitations.

Secondly, it is crucial to provide teachers who teach AI as a new subject and in-
tegrate AI into existing disciplines with practical, hands-on activities, detailed lesson
plans, and clear guidance on integrating AI into their teaching. These resources should
focus on pedagogical strategies that make AI a natural part of instruction. Moreover,
these strategies for teaching AI should not be limited to STEM curricula but should also
extend to non-STEM + C subjects, ensuring that AI literacy is incorporated across
disciplines such as the language and arts, and social sciences.

Lastly, there is a need for more attention to AI policy in education. Teachers should
be informed about current AI policies and how they affect classroom practices, par-
ticularly in areas such as data privacy, ethical use of AI, and equity in AI access.
Understanding these policies will empower teachers to implement AI tools responsibly,
ensuring that students are protected while learning to navigate AI technologies. Moving
forward, clearer guidelines and policies are essential to support teachers in adopting AI
in a safe and ethical manner.

Limitations

The primary limitation of this umbrella review is the methodology itself. While
umbrella reviews are essential for synthesizing existing reviews and providing a more
cohesive understanding of a field, they are inherently dependent on existing systematic
reviews and meta-analyses. Given the rapid pace of advancements in AI technologies,
particularly in educational contexts, this reliance can present challenges. An umbrella
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review depends not only on the publication of primary studies but also on the sub-
sequent publication of systematic reviews or meta-analyses, which means it may not
capture the most recent, cutting-edge developments in the field. However, we believe
this limitation has less impact in the context of our review. Our focus is on AI literacy—
its definition, key findings, and future research directions. While rapid innovations in
AI tools and applications are ongoing, these changes are unlikely to fundamentally alter
the core components of AI literacy in the near term. Instead, what is more likely to
evolve are the tools and curricula used to teach AI literacy. Therefore, we position this
review as a foundation for understanding current efforts and initiatives related to AI
literacy curricula and policy. We encourage future researchers exploring these spaces to
consider more recent primary studies published since the reviews included in this
analysis were conducted.

Conclusion

Previous research has shown that AI literacy is becoming increasingly crucial for
individuals across various educational levels and professions. Many countries and
institutions have taken initiatives to promote AI literacy (Long & Magerko, 2020; Ng
et al., 2023). However, the understanding of what constitutes AI literacy and how it
should be taught has remained imprecise. Our systematic umbrella review aimed to
consolidate state-of-the-art knowledge on AI literacy by examining 17 systematic
reviews across diverse contexts and educational levels. To summarize our findings
concisely, as a field there seems to be consensus on what AI literacy is and why it is
important. This opens the door for the critical work that must be done around AI ethics.
However, we must now establish how to most effectively measure AI literacy so that
effective policy and curricula can be created.
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